DATABASE MANAGEMENT ISSUES IN
MOBILE COMPUTING

Lesson 03
Mobile Data Store Methods
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LARGE DATABASES

A mobile device cannot store large
databased

« Kept on servers, remote computing
systems, or networks

* Retrieving the required data from a
database server during every
computation— impractical due to time
constraints
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HOARDING (CACHING) OF SPECIFIC
DATABASE IN MOBILE DEVICES

A mobile device— not always connected
to the server or network, neither does the
device retrieve data from a server or a
network for each computation

Rather, the device caches required
specific data, which may be required for
future computations, during the interval
In which the device is connected to the
server or network
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HOARDING OF CACHED DATA

Database architecture— Two-tier or multi-
tier databases

Databases reside at the remote servers
and the copies of these databases are
hoarded and cached at the client tier
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SYNCHRONIZING THE LOCAL COPIES AT
THE DEVICE

« Attier 2 or tier 3, the server retrieves

« Server transmits the data record (S) to

tier 1 using business logic and sends and

synchronizes the local copies at the
device

* Local copies function as device caches
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ADVANTAGE OF HOARDING

No access latency (delay in retrieving the
gueried record from the server over
wireless mobile networks)

The client device API has instantaneous
data access to hoarded or cached data

After a device caches the data
distributed by the server, the data Is
hoarded at the device
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DISADVANTAGE OF HOARDING

Needs maintain the consistency of the
cached data with the database at the
server

© Oxford University Press 2007. All rights reserved.



DISTRIBUTED DATA CACHES IN
MOBILE DEVICES

Applcation secver (Tier 2)
ar smerprise server databases atsars 2, 3, .,
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ARCHITECTURE OF DISTRIBUTED DATA

CACHES IN MOBILE DEVICES

Similar architecture to distributed cache
memory In multiprocessor systems

The copies cached at the devices are
equivalent to the cache memories at the
processors in a multiprocessor system
with a shared main memory and copies
of the main memory data stored at
different locations
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ARCHITECTURE FOR A
DISTRIBUTED CACHE MEMORY IN

MULTIPROCESSOR SYSTEMS
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DATA CACHES AT CLIENT DEVICE

1. Using the pushed (disseminated) data
records from a server

 Caching leads to a reduced access
Interval as compared to the pull (on-
demand) mode of data fetching

* Also reduces the dependence on
pushing precedence at the server
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CACHING OF DATA RECORDS AT
CLIENT DEVICE

2. Can be based on pushed ‘hot records’

3. Cost-based data replacement or
caching— Caching can be based on the
ratio of two parameters— access
probabillity (at the device) and pushing
rates (from the server) for each record
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COST-BASED DATA REPLACEMENT
METHOD

* Least frequently pushed records and the
pushed records having larger access time
placed in the database at the device

* This access method, therefore, use the
ratio of two parameters— average access
time between two successive Instances of
access to the record and pushing rates for
the record
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PRE-FETCHING

 Alternative to caching of disseminated
data entails requesting for and pulling
records that may be required later

« Perfetching — keeping future needs In
view instead of caching from the pushed
records
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PRE-FETCHING

« Reduces server load
* Reduces the cost of cache-misses

 The term ‘cost of cache-misses’ refers to
the time taken in accessing a record at the
server In case that record is not found In
the device database when required by the
device API
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CACHE CONSISTENCY

 Also called cache coherence

* Requires a mechanism to ensure that a
database record identical at the server as
well as at the device caches and that only
the valid cache records are used for
computations
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CACHE ACCESS PROTOCOLS BASED ON
CACHING INVALIDATION MECHANISMS

* Access protocols cached record at the
client device invalidated

— Due to expiry or modification of the
record at the database server
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CACHE INVALIDATION

* A process by which a cached data item or
record becomes invalid and thus unusable
because of modification, expiry, or
Invalidation at another computing system
or server.

« Cache invalidation mechanisms are
means by which the server conveys this
Information to client devices
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FOUR POSSIBLE STATES (M, E, S, OR]) OF A DATA
RECORD /AT ANY INSTANCE AT THE SERVER

Cache cata record |

Eqnv : Exclusive at the device (server does not modifies X)
S : Shared with server or other devices

M.y : ModBed at the device after naw record from server
I Irvalidated afer invalidation raport from sarver

enterprise sover databases

Sarver data recorg |

Ey | Exclusive al sarver and the denvice record does not afect it
Sy : Shared with other devices or server

Iy : Invalicated 2t server, report is sent to the devices
My - Modihed at the server
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CACHE-INVALIDATION
MECHANISMS UNDER THE MESI

PROTOCOL
 Entail that each record (line) in a cache
has a tag to specify Iits state at any given
Instant and the tag Is updated (modified)
as soon as the state of the record changes
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MESI PROTOCOL ONE OF FOUR
POSSIBLE TAGS

Assigned cache state

M— Modified (after rewriting)
E— EXclusive

S— Shared

| — invalidated (after expiry or when new
data becomes available) at any given
Instance.
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SUMMARY

Two-tier or multi-tier databases

Databases reside at the remote servers
and the copies of these databases are
cached at the client tiers

Computing API at the mobile device (first
tier) uses the cached local copy
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e SUMMARY

Architecture of distributed data caches In
mobile devices and a similar architecture
of distributed cache memory Iin
multiprocessor systems

Cache Access Protocols
Cache Invalidation Mechanisms
MESI protocol
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End of Lesson 03
Mobile Data Store Methods
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